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Abstract

In this article, we propose a new class of distributions defined by a quantile function, which is the sum
of the quantile functions of the Power and Weibull distributions. Various distributional properties and
reliability characteristics of the class are discussed. To examine the usefulness of the model, the model is
applied to a real life datasets. Parameters are estimated using maximum likelihood estimation technique.
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1. INTRODUCTION

In modelling and analysis of statistical data, probability distribution can be specified either
in terms of distribution function or by the quantile function. Quantile functions have several
interesting properties that are not shared by distributions, which makes it more convenient for
analysis. For example, the sum of two quantile functions is again a quantile function. For a
nonnegative random variable X with distribution function F(x), the quantile function Q(u) is
defined by Nair and Sankaran [7]

Qu)=FYu)=inf{x:F(x)>u}, 0<u<1 (1)
For every -co < x < oo and 0 < u < 1, we have
F(x) > u if and only if Q(u) < x.

Thus, if there exists an x such that F(x) = u, then F(Q(u)) = u and Q(u) is the smallest value of
x satisfying F(x) = u. Further, if F(x) is continuous and strictly increasing, Q(u) is the unique
value x such that F(x) = u, and so by solving the equation F(x) = u, we can find x in terms of u
which is the quantile function of X.

If f(x) is the probability function of X, then f(Q(u)) is called the density quantile function.
The derivative of Q(u),

g(u) = Q' (w),

is known as the quantile density function of X. If F(x) is right continuous and strictly increasing,
we have

F(Q(u)) =u @
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so that F(x) = u implies x = Q(u). When {(x) is the probability density function (PDF) of X; we
have from ([2)
q(u)f(Q(u)) =1 ®)

Quantile function has several properties that are not shared by distribution function. See Nair
and Sankaran [7] for details. For example, the sum of two quantile functions is again a quantile
function. Further, the product of two positive quantile functions is again a quantile function in
the nonnegative setup. There are explicit general distribution forms for the quantile function
of order statistics. It is easier to generate random numbers from the quantile function. A major
development in portraying quantile functions to model statistical data is given by Hastings et al.
[5], who introduced a family of distributions by a quantile function. This was refined later by
Tukey [13] to form a symmetric distribution, called the Tukey lambda distribution.

This model was generalized in different ways, referred as lambda distributions. These include
various forms of quantile functions discussed in Ramberg and Schmeiser [10], Ramberg [8],
Ramberg et al. [9] and Freimer et al. [1]. Govindarajulu [3] introduced a new quantile function by
taking the weighted sum of quantile functions of two power distributions. Hankin and Lee [4]
presented a new power - Pareto distribution by taking the product of power and Pareto quantile
functions. Van Staden and Loots [14] developed a four-parameter distribution, using a weighted
sum of the generalized Pareto and its reflection quantile functions. Sankaran et al. [12] developed
a new quantile function based on the sum of quantile functions of generalized Pareto and Weibull
quantile functions. Sankaran and Dileep [11] developed a new quantile function based on the
sum of quantile functions of half logistic and exponential geometric distributions.

The aim of the present work is to introduce a new quantile function that is useful in reliability
analysis. The proposed quantile function is derived by taking the sum of quantile functions
of power and Weibull distributions. The survival function and quantile function of power
distribution are respectively given by

B
F(x)zl(x> 0<x<aap>0

and )
Q1(u) = aub 0<u<l, «,p>0. 4)

The survival function and quantile function of Weibull distribution are respectively given by

A
F(x):exp[—<;) ] x>0;A0>0
and )
Qa(u) = o(—log(1l —u))* 0<u<1l, aA>0 )

We now propose a new class of distributions defined by a quantile function, which is the sum of
quantile functions of power and Weibull distributions.

2. PowerR-WEIBULL (PW) QUANTILE FUNCTION

Let X and Y be two nonnegative random variables with distribution functions F(x) and G(x)
with quantile functions Q1 (1) and Q(u), respectively. Then

Q(u) = Qu(u) + Qa(u), (6)

is also a quantile function. We now introduce a class of distributions given by the quantile
function,

Q) = aub +o(~log(1—u)t  0<u<l, apa,1>0 @
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Thus Q(u) is the sum of (4) and . It is named as Power-Weibull (PW) quantile function. The
quantile density function is obtained as
1
B auf ! o(—log(1— u))%*1

For the proposed class of distribution, the density function f(x) can be written in terms of the
distribution function as

fx) = AL S - ©)
KA1~ F(x)F(x)} 1 4 oB(—logh~1(1 — F(x)))

For all values of the parameters, the density is strictly decreasing in x and it tends to zero as x —
0.

The quantile function (7) represents a family of distributions with a variety of shapes for its
probability density function. Plots of the density function for different combinations of parameters
are shown in figure 1, 2 and 3.
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Figure 1: Plot of the density function for various values of A , o and
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3. MEMBERS OF THE FAMILY

The proposed family of distributions (7) includes several well-known distributions for various
values of the parameters.

Casel. a=0,0>0. .
Q(u) = o(—log(1 —u))* (10)

is the quantile function of the Weibull distribution, which contains the exponential distribu-
tion with mean ¢ for A = 1 and the Rayleigh distribution when A = 2.

Case2. 0=0,a>0,8>0.
1
Q(u) = auf (1n
is the quantile function of the power distribution.

Case3. a=0,A=1,0>0.

B 1—pu
ot - (22) o
which is quantile function of exponential geometric distribution with p =0 and a = —0.

We can derive some well-known distributions from the proposed model by making use of various
transformations described in Gilchrist [2].

Case 4. Consider the power u-transformation T(u) = ut with a = 0. Then,

Q(u) = o(—log(1 —uv))x (13)

is the quantile function of exponentiated Weibull distribution. If A =1,

Q(u) = o(~log(1 —u?)) (14)

is the quantile function of generalized exponential distribution.

Case 5. By reciprocal transformation with =0 then,

1 _1
Q(u) = o—uw — o(1—u)"w (15)
1

which is the quantile function of Pareto distribution with ¢ = - and « = B.

4. DISTRIBUTIONAL CHARACTERISTICS

The quantile based measures of the distributional characteristics like location, dispersion,
skewness, and kurtosis are popular in statistical analysis. These measures are also useful for
estimating parameters of the model by matching population characteristics with corresponding
sample characteristics. For the model , we have,

Median — Q(%) = 1(0.5)F + o(log(2))1. (16)

The inter-quartile-range, IQR is obtained as,

I0R = Q(3) - Q)
— «[0.75F — 0.25F] + o[(log(4))} — (—log(0.75))]. (17)
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The Galton’s coefficient of skewness, S is given by,
Q(%) + Q(}I) — 2Median
IQR
 @[0.75F +0.25F — 2(0.5)F] + o[(logd)* + (—10g0.75)% — 2(log2)1]

S:

1 1 1 1 (18)
a[0.75F —0.25F] + o[(log4)* — (—10g0.75) %]
and the Moor’s coefficient of kurtosis,
r— Q) —Q[E) +Q(}) - Q)
TOR
(78 — 55 +3F —1)87F +olloghs — logh (8/3) + logh (8/5) — log* (8/7)] (19)

&[0.75F — 0.258] + o[(logd)} — (—10g0.75)1]

5. L-MOMENTS

The L-moments are often found to be more desirable than the conventional moments in
describing the characteristics of the distributions as well as for inference. A unified theory and
a systematic study on L-moments have been presented by Hosking [6]. The L-moments have
generally lower sampling variances and are robust against outliers.

The rth L moment is given by

L, = /01 g(l)r—l—k (r ; 1) <r B i“‘) ukQ(u)du (20)

For the model @, the first L moment L, is the mean of the distribution.

L= /1Q(u)du - ort iy 1)
L T 148 A
The second L-moment for the family is obtained as
L —/1(2u—1)Q(u)du— % ot inya-2h 22)
2= Jo T 143p+2p? A
which is twice the mean differences of the population.
The third and fourth L-moments are obtained as
1
Ly = / (612 — 61 +1)Q(u)du
J0
2
1
«p 60p ot yna—st 423l (23)

T B+1 1+58+6R )

and

1
Ly :/ (2003 — 3002 + 12u — 1)Q(u)du
0

200 30a B 1248 ap 1 1-1 _1 _1
= - — I'=+1)(1—32""2+103"2» —54"2 24
T44p 1138 1128 14p T + ) @8

The L-coefficient of variation (7,), analogous to the coefficient of variation based on ordinary

moments is given by,

«p 1 —1
Tzzézm+0’r<x+l><1—2 *) 05)
Ly g ToT (1 +1)
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L-coefficient of skewness (73) for the PW quantile function is obtained as

L
7 L_i
ﬁ"‘fl e +oT(:+1)(1-327 1 +2371) o6
Tt + T+ 1)(1—27%)
L-coefficient of kurtosis (t3) for the PW quantile function is obtained as
L
o=l

_ B - oo it osh)

7o — Hggiwz +oT(L+1)(1-3277 +237%)

6. ORDER STATISTICS

If X,., is the rth order statistic in a random sample of size n, then the density function of X;.,
can be written as

folx) = ,Mf(x)lf"l(x)(l — F(x))" (28)

From (9), we have
a1 BAF™—1(x)(1 — F(x))"—"+! | -
PO B =) 1~ ra)rh - op(—logt (1~ Fe) =

Hence,

Hrn = E(Xr:n) = / xfr(x)dx

R BAF1(x)(1 — F(x))" "1 dv. (30
B(r,n—r+l)/0 x“)\(l_F(x))F(x)% 1—1—(7,8( logA Y(1-F(x))) ' 0

In quantile terms, we have

1 1 BAU (1 — u)n—rHl
[ Q 1
B(r,n—r+1) /o (”)mu_u)url+aﬁ<—log%—1<1—u>>

E(Xr:n) = du. (31)

For the class of distributions , the first-order statistic Xy., has the quantile function

Qi(u) = Q(1— (1 —u)n)

= a1 — (1—u)n]F +o[—log(1 — u)u]%, (32)
and the nth order statistic Xj;., has the quantile function
1
Qn(u) = Q(un)
— au —HT(—log(l—u%))%. (33)
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7. HAZARD QUANTILE FUNCTION

One of the basic concepts employed for modeling and analysis of lifetime data is the hazard
rate. In a quantile setup, Nair and Sankaran [7] defined the hazard quantile function, which is
equivalent to the hazard rate. The hazard quantile function H(u) is defined as

H(u) = h(Q(u))) = (1 —u) " fQ(u) = [(1 — u)q(u)] . (34)

Thus H(u) can be interpreted as the conditional probability of failure of a unit in the next small
interval of time given the survival of the unit until 100(1 — u)% point of the distribution. Note
that H(u) uniquely determines the distribution using the identity,

Q)= [ (35)
o (1=p)H(p)’
The hazard quantile functions of Power and Weibull distribution is given by
1
H(u) = pa ' (1—u)'u' s (36)
and )
Ho(u) = Aot (—log(1 —u))t~ 7. (37)

Since the proposed class of distributions is the sum of quantile functions of power and Weibull
quantile functions, and give

1 1 1

H(u) ~ Hy(u) '~ Hy(u)

(38)

where H(u),H;(u) and Hy(u) are the hazard quantile functions of the proposed class of distribu-
tions, power, and Weibull quantile functions, respectively.

For the PW quantile function @), we have

H(u) = L (39)

Bla(1— u)uéf1 + A 1lo(—log(1 — u))%_1

with H(0) = oo and H(1) = 0. Plots of hazard quantile function for different values of parameters
are given in figure (2).
The shape of the hazard function is determined by the derivative of H(u), which is obtained as

H () = Blau 1+ (1 1)(1— 1)+ Ao (1 — 1) (1 — )L (—log(1 — u)) F 2

(B~ a(1—u)

- - (40)
+ A 1lo(—log(1 —u))x1)2

Since [B1a(1 — u)uéfl + A" to(~log(1— u))%_l]2 > 0. For all values of the parameters, the sign
of H'(u) depends only on

800 = ptaut 1 (G =D )]+ 2701 = D)1 ) (og(1-u)t 2 @

The parameters &, o being always > 0 do not affect the sign of the two terms in g(u). Now we
consider the following cases.

Casel. o< B <lando <A <1
g(u) < 0 and distribution has an decreasing hazard rate (DHR).

Case2. B=1and A =1.
¢(u) = a and distribution has an increasing hazard rate (IHR).
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Figure 2: Plots of hazard quantile function
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Case3. p=1and A > 1.
g(u) > 0 and distribution has an increasing hazard rate (IHR).

Case4. p>1and A = 1.
The first term in g(u) is positive and second term is zero, so that g(#) > 0 and distribution
has an increasing hazard rate (IHR).

Case5. f>1and A > 1.
The first and second term in g(u) is positive, so that g(#) > 0 and distribution has an
increasing hazard rate (IHR).

Case6. p=1,0<A <1,
Distribution has an decreasing hazard rate (DHR).

Case7. o< f<land A =1.
H(u) attains a minimum at 1y = 1 — B and therefore H(u) is bathtub shaped.

For the remaining cases, (0 < B <1,A>1)and (8 > 1,0 < A < 1), one term in g(u) is positive
and the other is negative so that () can be zero. From (40) and(41) we obtain the first derivative
of H(u),

H (u) = : §(u) . w)
[B1a(1 = wyus "+ A-lo(—log(1 — u))A1)2

For further analysis, we take the second derivative of H(u), the sign of H" (1) depends on,

!/

-1 19 1 14 2 —1 11
gu)| B a(l—u)ub "+ A" 0(—log(l—u))x +2¢(u)( B (1 —u)ub
+A "o (—log(1 — u))/l\l)g(u).
Let 1 be the solution of the equation g(u) = 0. Then the sign of H" (1) at 1o depends on g ().

Since 1 is a solution of g(u) = 0.

' _ 1 1_ 1 1 _ _ 1 _
g(u)=2p 1a(B—1)u/3 2<1+(u—1)(1—’8)+u 1)+A 1U(X_l)(1_u) 2

(~log(1 =)t (1= (5 ~2)(~log(1 ~u)) ).
Then,

g (o) = ﬁla(;; - 1)u§_2<1 -1 ;) + u01> FATO(L — 1)1~ ug)

(~log1— uo))* (1 (5 = 2)(~log(1 ~ ma)) ). )
Case8. 0<B<land A >1.
H(u) has an increasing hazard rate (IHR).

Case9. f>1land 0 <A <1
H(u) has an upside-down bathtub-shaped hazard quantile function.

The patterns of H(u) for various parameter values are summarized in table
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Table 1: Behavior of the hazard quantile function for different regions of parameter space.

No. Parameter region Shape of hazard quantile function
1 o<B<lando <A <1 DHR

2 B=land A =1 IHR

3 B=1land A >1 THR

4 B>land A =1 IHR

5 B>1land A >1 IHR

6 p=10<A<1 DHR

7 o<Bp<land A =1 Bathtub

8 o<pB<land A >1 IHR

9 B>land 0 <A <1 Upside-down Bathtub

8. MEAN RESIDUAL QUANTILE FUNCTION

Another concept used in reliability is that of residual life X; = (X — t|X > t) with survival
function

F(x)=F(t+x)/F(t), x>00<t<T.

The mean residual life function is then

oo_

m(t) = E(X;) = [F(t)]*l/ F(x)dx.

t
Accordingly, the mean residual quantile function is defined by Nair and Sankaran [7] as
1
M(u) = mQ(u) = (1=w)~" [ (Q(t) — Q) (34)

u

which is the average remaining life beyond the 100(1 — u)% point of the distribution. For the
class of distributions , M(u) has the form

F+1 )
m —oaub +o(1-— u)—lr(l +1,—log(1—u)) —o(—log(1—u))x.
B

>l

M(u) = (45)

A

9. RESIDUAL VARIANCE QUANTILE FUNCTION

The quantile form of variance residual function, the residual variance quantile function is defined
as

Vi) = (- [ Gy~ (M) + Q) (e

In the above equation, the variance residual life function is obtained by letting Q(u) = x.
Nair and Sankaran [7] derived the relationship between M(u) and V (u) as

!/

M2(u) = V(1) = (1= u)V (u) (47)

or 1
V()= (- [ M (p)p. s)

Since M(u) characterizes the distribution, from above equations it follows that V(1) also charac-
terizes the distribution.
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For the PW qgantile function, residual variance quantile function is

2+4B
1 21—u P 2 1
V(u) = {ﬁ(x (2+,Z ) +02F(X +1,—log(1—u)) +2¢w/u pl/P

1
(_log(l - p))l//\dp} - { (10(_(2)_(114/‘;_’_)1) + 0(1 - u)_lr(% +1,

2
—log(1 — u))} (49)

10. REVERSED HAZARD QUANTILE FUNCTION

The reversed hazard quantile function [8] is defined by

Au) = uqiu) (50)

and it determines the distribution through the formula

U 1
Q) = [ b G1)
For power-Weibull distribution,
5 —log(1 —u))i—1y-1
AM_VZ+W(§$$» ] (52)

11. DatAa ANALYSIS

There are different methods for the estimation of parameters of the quantile function. The method
of percentiles, method of L-moments, method of minimum absolute deviation, method of least
squares, and method of maximum likelihood are commonly used techniques. To estimate the
parameters of (7), we use the method of maximum likelihood estimation procedure.

To illustrate the application of the proposed class of distributions we consider a real data
set reported in Zimmer ef al. [15]. The data consist of times to first failure of 20 electric carts
used for internal transportation and delivery in a manufacturing company. The estimates of the
parameters are obtained using R software as,

& =0421, B =2.088,6 =0.027 and A =0.312.

To examine the adequacy of the model, we use chi-squared goodness of fit. The test gives the
p-value 0.082. This indicates the adequacy of proposed model for the given data set.

12. SuMMARY AND CONCLUSION

In this paper, we introduced a class of distributions (7), which is the sum of the quantile function
of the power and Weibull distributions known as Power-Weibull (PW) quantile function and its
graphical representation of density function is included. We have identified several well-known
distributions which are either the members of the proposed class of distributions and also through
suitable transformations such as Weibull distribution, power distribution, generalized exponential
distribution, etc. Various distributional characteristics and L-moments are discussed. The hazard
quantile function and its shape in various parameter region are analysed. Increasing, decreasing,
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bathtub and upside-down bathtub hazard quantile function are obtained. Mean residual quantile
function of PW quantile function was studied. Finally PW model is applied to a real life data set,
and parameters are estimated by using maximum likelihood estimation procedure and model
adequacy is checked by chi-squared goodness of fit test using the R software.

There are several properties and extensions for the PW quantile function not considered in this
article, such as parameter estimation using L-moments, stochastic orderings and generalization of
PW quantile function.
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